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Abstract

This paper presents a method for labeling of ur-
ban area orthoimages. It is based on two levels
of classi�cation using deep neural networks. The
objective is to de�ne which part of the image can
be considered as di�cult and perform speci�c la-
beling on these areas. We evaluate the method
on the ISPRS 2D semantic labeling challenge.

1 Introduction

Semantic labeling of urban areas a key step for
applications such as 3D city modeling, physi-
cal simulations (risk of tra�c jams, transporta-
tion time estimation...), change detection or ge-
ographical database update. Aerial photogra-
phy gives a wide and rich view of a urban area
as most of the city structure are recognizable
(roads, buildings, vegetation. . . ). Pixel labeling
of such images is a very interesting and challeng-
ing task: they present di�culties coming from
occlusions due to the view angle of the camera
or a great variety of shapes (among buildings,
cars and miscellaneous structures).

The possibility of using deep neural net-
works [5, 2, 9, 7] in the context of urban label-
ing [8] is now possible due to the availability of
large and labeled dataset.

This technical report presents a method for se-
mantic labeling of orthorecti�ed aerial images.
This method makes an intensive use of deep
neural networks (section 2.2). We �rst create
patches using superpixels that will feed a di-
rected acyclic graph (DAG) of neural networks.
The classi�cation itself is performed by a DAG
of classi�cation networks. The �rst level is a one
versus all classi�cation for each class. Depending
on the results of this step, the �nal classi�cation
is obtained by a di�erent network. We train and
evaluate the method on the ISPRS 2D semantic
labeling challenge.

2 Method

2.1 Input data

The �rst stage of this classi�cation method is to
produce images patches to feed neural networks.
The data provided in the benchmark is a high
resolution color image (HR) and digital surface
model (DSM). Our tree takes a RGB input. We
produce a composite image with 3 channels : the
red channel of the HR image, the HR image as
gray level, the normalized DSM (nDSM) gener-
ated from the DSM in [4].

As the classi�cation step takes images as in-
put, we generate patches from the composite im-
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age. In order to take into account the frontiers in
the original image, we compute superpixels with
the SLIC algorithm [1]. The parameters of the
superpixel extraction are tuned in order to get
around 100 pixels by superpixel.

The patches are 128 × 128 subimages. One
patch is generated for each superpixel. The �g-
ure 1 presents the patch creation process.

Composite image Superpixels

Patches

Figure 1: Patch generation from composite im-
age

2.2 Classi�cation framework

The classi�cation part is a two steps algorithm
that intends to mimic the behaviour of human
for some di�cult classi�cation.

Let's take an example. We have an image of
an object and we want to determine what is this
object. If it is not a di�cult image, we can di-
rectly give the label, that is the easy case. Now,
if is a hard example: noisy, occluded or very dis-
torted or as an example a minautor. A way to

reduce the uncertainty of our labeling is to �rst
determine a list of possible labels. That could be
{human, bull}. In a second step determine the
label, given the reduce list of possibilities. Is the
minotaur a human or a bull ?

Our classi�cation for urban data is based on
that principle. The �gure 2 gives an overview
of the method. As in the example there are
two steps. First, the patch feeds K classi�er
1vsAll, whereK is the number of possible classes.
Each classi�er Classk answers the question �is

the patch of class Ck ?� From these answer,
we build a vector X = (x1, . . . , xK) ∈ {0, 1}K ,
where xi = 1 if the patch can belong to class i,
0 otherwise.

If
∑

xi = 1, only one class is kept and the
label l is:

l = argmax
i

xi (1)

that is the easy case of the example, we know
directly the label of our image.

For the other cases, there is a second step, a
speci�c classi�er has been trained for the di�er-
ent X. The image is given to the corresponding
network and we get the �nal label.

This approach, particularly for the �rst step of
the classi�cation, shares common points with the
training of multiclass SVMs [6]. One way to train
multiclass SMV is to train K 1vsAll SVMs. The
label is then given by the SVM with the greatest
margin.

2.3 Classi�ers

Each classi�er is a AlexNet [7] network. It con-
tains eight learned layers : �ve convolutions and
three fully-connected. It was proven very e�-
cient on ImageNet [10] and is very �exible and
adaptive.
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Figure 2: Classi�cation framework

In the �rst step of the classi�cation, each
Classk classi�er is trained on 150000 patches ran-
domly chosen in training set. The X vectors are
computed on all the training set. Then, the sec-
ond set of classi�ers are trained on all the corre-
sponding patches.

2.4 Experimentations

We do not provide quantitative score on the
training set because we did not create a valida-
tion set. Particularly, the second classi�cation
step uses all the available data for training.

Figure 3 presents the ground truth and the es-
timated labels on a detail of the tile area1 of
ISPRS dataset. The main di�erences are around
the frontiers between labels. The estimated la-
bels are less regular, mainly due the superpixel
segmentation.

For a better sense of the performance of the
proposed method, the �gure 4 shows these di�er-
ences. The blue and green pixels are well labeled,
the red and orange are not. Blue and red pixels
are the pixels which labels were estimated after
�rst classi�cation step, they were considered as
easy. Note that the red are this point completely

Figure 3: Ground truth versus estimated labels.

lost for the algorithm. Orange and green pixels
are labeled during the second step.

Figure 4: Di�erence between ground truth and
estimated labels.
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3 Conclusion

We presented a method for urban classi�cation
from aerial orthoimages. We used a two level
classi�cation scheme. The �rst layer computes
the possible labels using one against all trained
convolutional networks. The second layer per-
forms a specialized classi�cation.
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